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Abstract Observation and theory have steadily progressed
our understanding of nucleation phenomena over the past
280 years. However, even more questions remain concerning
the governing processes and mechanisms. The inherent insta-
bility and sensitivity of nucleation places a high premium on
theoretical accuracy and experimental purity and similarly
makes interpretation of both more challenging. The objec-
tive of the present paper is to contribute to the understanding
of nucleation kinetics and thermodynamics with emphasis
on cluster chemical physics within the context of Dynamical
Nucleation Theory. Our hope is to share some insights that
we have gained over the past several years concerning rate
constants, molecular interactions, statistical mechanics and
their consequences on nucleation.

1 Introduction

A phase transformation begins with the development of a
supersaturated state resulting from a change in chemistry,
temperature, pressure, or other physical condition (e.g., elec-
tromagnetic fields, acoustic waves, etc.). The supersaturated
state generates clusters (or nuclei) of the new phase. These
clusters can form homogeneously within the mother phase
or heterogeneously on seeds, impurities, dust, ions, or other
irregularities that provide the clusters with local regions of
stability (e.g., defects, steps, edges, or other imperfections).
Once these clusters reach a critical size, a favorable fluctua-
tion allows them to grow to macroscopic dimension. Growth
will continue until relaxation processes dominate resulting
in the completion of the transformation.

Nucleation research has a long history spanning over
280 years (see Table 1) [1–17]. It began in 1724, when Faren-
heit [1] first studied freezing and phase equilibria to devise his
temperature scale and was the first to investigate the superco-
oling of water. Many scientists continued to study nucleation
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and some highlights are worth mentioning here. Lowitz [2]
observed that supersaturated solutions seeded with crystals
of the new phase caused crystallization but that foreign seeds
had no effect. In 1813, Gay-Lussac [4] studied how different
chemical systems sustain different supersaturations before
crystallizing and also found scratching, shaking, or rubbing
could induce crystallization. In 1848, Pasteur [5] found that
sodium ammonium tartrate (SAT) crystallized into a racemic
mixture that ultimately led to the discovery of enantiomers
(see Fig. 1) by separating the left (L) and right (R) handed
crystals using tweezers. In 1866, Gernez [6] found that pure L
or R SAT seed crystals did not crystallize a liquid of either R
or L SAT, respectively. But, he [18] did find that isomorphous
seed salts would (e.g., a ZnSO4· 7H2O seed induces crystal-
lization in FeSO4· 7H2O). In 1876, Gibbs [7] established the
criterion for phase stability and derived the critical free en-
ergy of formation. Coulier [8], Aitken [9], and Wilson [10]
found that droplet formation from normal air was sensitive to
dust, ions, or other impurities. In 1889, Arrhenius [19] pro-
posed a general relationship for the temperature dependence
of reaction rates thus developing the concept of an activation
barrier. In 1896, Ostwald [11] proposed the “Law of Stages”.
He [20] also tried to address the question “What is the small-
est seed crystal required to induce nucleation?” by finding
that for sodium chlorate (NaClO3) only 10−10 g were needed
(this amount corresponds to a seed of about 3.4 µm, i.e. barely
visible under a microscope, containing about 6×1011 NaClO3
molecules). In 1926, Volmer and Weber [12,13] established a
kinetic theory of nucleation and recognized that the metasta-
bility of the supersaturated state is a matter of kinetics—the
frequency of critical cluster formation is proportional to the
Boltzmann weight of the work of cluster formation—very
similar to the Arrhenius activation theory. In 1927, Farkas
[14] proposed a detailed kinetic mechanism whereby clus-
ters grow and decay by addition and loss of single monomers
and that the critical cluster, defined as that cluster for which
the evaporation and condensation rates are equal, constitutes
the bottleneck for the phase transformation. In 1935–1939,
Becker and Döring [15], Band [16], and Frenkel [17] for-
mulated classical nucleation theory (CNT) where the critical
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Fig. 1 Louis Pasteur discovered the existence of enantiomers using the
crystallization of sodium ammonium tartrate (SAT ): left (−) S,S-SAT
and right (+) R,R-SAT

cluster is treated as a well-defined tiny nucleus of the new
phase. CNT yields a steady state nucleation rate that is pro-
portional to the collision rate of monomers onto the critical
cluster multiplied by the concentration of critical clusters.
Currently, CNT is the most widely used theoretical descrip-
tion to obtain nucleation rates, as it only requires the bulk
surface tension (or interfacial free energy) and density of the
nucleating substance.

In recent years, there have been extraordinary advances in
experimental methodologies [21,22] to probe the small scales
relevant to phase transformations, however, there remains a
gap in theory, modeling, and simulation of nucleation. Sig-
nificant advances have been made in theoretical and numer-
ical methods that parallel and rival experimental advances
but have yet to be fully exploited to understand the chem-
ical physics of nucleation. The specific gaps in nucleation
are the interaction potentials, thermodynamics, mechanisms,
influence of solvent properties and/or impurities, and kinetic
properties of all the clusters leading up to the critical size.
In crystallization, if the concentration of a solution is grad-
ually increased, exceeding the equilibrium solubility, a new
crystal phase will not be formed within a specific amount of
time until a critical supersaturation has been attained. The
reason for this is because nucleation is a rare event process.
Consequently, a solution that is just slightly supersaturated
will not yield crystals because the probability of observing
such crystals is vanishingly small given a reasonable amount
of time and quantity (volume) of solution. Stable crystals
will only form after a sufficient number of clusters have sur-
mounted the activation barrier. Small perturbations in the
interactions and conditions of nucleation can lead to qualita-
tively different critical embryo structures and alter the growth
trajectory. Crystal surfaces develop in response to anisot-
ropy in attachment/detachment kinetics and can be greatly
influenced by the underlying bulk structure. The origins of
particular growth patterns (dendrites, rods, etc.) and instabil-
ities were discussed in the seminal work of Mullins and Se-
kerka [23,24]; the Mullins-Sekerka instability is initiated as
the solidification front starts to propagate. The latent heat of

solidification generated at the solid liquid interface must be
conducted away from the interface in order for the crystal
to grow. Propagation of a planar front into the metastable
state (undercooled liquid) is intrinsically unstable—the front
breaks up into many dendrite [24]. Another key feature of
crystal growth is the Berg effect, which predicts that the
growth of dendrites is highly favored in regions of higher
supersaturation; the morphological instability at the growth
start is due to a non-uniform supersaturation over the seed sur-
face. Accordingly the supersaturation is higher at the edges
of a finite crystal [25]. A good introduction to crystal growth
is the review article by Langer [26] and further detailed ther-
modynamic derivations found in a book chapter by Caroli
et al. [27].

This sensitivity leads to significant variations in collec-
tive structures and properties. Thus, in the long term it will
be necessary to characterize and understand the limitations
and uncertainties in the description of interactions, transport,
and non-equilibrium effects. The demands on accuracy will
push the limits of current knowledge and computational algo-
rithms. Experimental studies have clearly demonstrated that
nucleation is incredibly sensitive to the physical conditions
including temperature, concentrations of nucleating species,
light, sound, electromagnetic fields, transport, and the pres-
ence of trace impurities [8–10,12,28]. For example, Alivi-
satos and co-workers [29] have created Cadmium Telluride
nano-tetrapods by utilizing the energy difference between the
zinc-blende and wurtzite structures—the add-atom energy
difference for these two structures is less than 0.1 kcal/mol.

The extreme sensitivity of nucleation to conditions calls
for theoretical studies to provide a fundamental understand-
ing the nature of the underlying molecular processes. A
common question is “since nucleation is so sensitive can
theoretical studies really improve our understanding?” The
short answer is yes. Theory plays an essential role because the
subtleties and nuances of the molecular processes governing
nucleation cannot yet be experimentally ascertained—obser-
vation is limited. Through theoretical investigation the gaps
in our knowledge can be bridged and mechanisms deduced
while validating our theories with the latest experiments. We
envision that future research into the chemical physics nucle-
ation will allow this high degree of sensitivity to be exploited
to exert extreme control over nucleation.

The paper is outlined as follows: (1) A brief review of
Classical Nucleation Theory will be provided, (2) a descrip-
tion of recent molecular theories will be given, (3) Dynami-
cal Nucleation Theory will be highlighted, and (4) applied to
the homogeneous nucleation of water. In Sect. 5, Dynamical
Nucleation Theory is extended to the simple case of two ions
in solution. Section 6 is comments and conclusions.

2 Classical nucleation theory

Nucleation of the new phase requires surmounting an acti-
vation barrier via rare event processes. Using water as an
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Table 1 Chronology of scientists and their developments toward understanding nucleation

Year Scientist(s) Development

1724 Fahrenheit Studied freezing and phase equilibria to devise his temperature scale and was the first to supercool water.
1795 Lowitz Observed that supersaturated solutions seeded with crystals of the new phase caused crystallization but that

foreign seeds had no effect.
1806 Laplace Derived the mathematical condition for mechanical equilibrium of a spherical droplet.
1813 Gay-Lussac Studied how different chemical systems sustain different supersaturations before crystallizing and also found

scratching, shaking, or rubbing could induce crystallization.
1848 Pasteur Discovered enantiomers via crystallization of sodium ammonium tartrate (SAT).
1866 Gernez Found that pure (L) or (R) SAT seed crystals did not crystallize a liquid of the opposite chirality.
1876 Gibbs Established the criterion for phase stability and derived the critical free energy of formation.
1875 Coulier
1880 Aitken Found that droplet formation from normal air was sensitive to dust, ions, or other impurities.
1897 Wilson
1886 Helmholtz Found that droplet formation from a water vapor jet into air was sensitive to dust, ions, and other chemicals.
1896 Ostwald Proposed the “Law of Stages” which states that a metastable supersaturated state does not spontaneously trans-

form into the most stable state, but to the next state more stable than itself.
1926 Volmer and Weber Established a kinetic theory of nucleation and recognized that the metastability of the supersaturated state is a

matter of kinetics
1927 Farkas Proposed a detailed kinetic mechanism whereby clusters grow and decay by addition and loss of single monomers

and that the critical cluster constitutes the bottleneck for the phase transformation.
1935 Becker and Döring
1939 Band Formulated classical nucleation theory
1939 Frenkel

example, the nucleation mechanism is described by conden-
sation and evaporation of monomers

H2O+ (H2O)i−1

βi−1−−−→
←−−−

αi

(H2O)i (1)

where βi−1 is the condensation rate constant for addition of
a water molecule to a cluster, and αi the evaporation rate
constant for loss of a water molecule from a cluster. Using
detailed balance, the ratio of evaporation and condensation
rate constants is related to the ratio of equilibrium popula-
tions of adjacent cluster sizes, N

EQ
i /N

EQ
i−1, and equilibrium

constants, KEQ
i−1,1, by
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= KEQ
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The current, Ji−1, between adjacent clusters is given by

Ji−1 = βi−1Ni−1 − αiNi. (3)

Under steady-state conditions (dNi/dt = Ji−1− Ji = 0)
the currents are all equal to a single current

Jss =
[ ∞∑

i=1

(
βiN

EQ
i

)−1
]−1

. (4)

If the above sum is treated as an integral and the maxi-
mum approximated by a Taylor expansion, then the familiar
expression for the steady-state Becker-Döring nucleation rate
is obtained by

JCNT ≈ Zi∗βi∗Ni∗, (5)

where Zi∗ is the Zeldovich [30] factor which accounts for the
curvature of the nucleation barrier in the region of the critical
cluster, βi∗ is the condensation rate onto the critical cluster

(assumed to be the gas-kinetic collision rate), and N∗i is the
concentration of critical clusters and is given by

Ni∗ = N1 exp
[−W(i∗)/kBT

]
, (6)

where N1 is the monomer concentration, W(i∗) is the cluster
work of formation or nucleation barrier, kB is Boltzmann’s
constant, and T is the temperature. The critical cluster, as
mentioned previously, is the cluster for which the evapora-
tion and condensation rates are equal and coincident with the
location of the peak in the nucleation barrier, W(i∗), as shown
in Fig. 2. The cluster work of formation is approximated as
the formation of a liquid droplet given by

W(i) = −ikBT ln S + 4πr2
i σ, (7)

where S is the supersaturation defined as the ratio of ambient
to equilibrium vapor pressure, ri is the radius of the i-cluster
as determined from the bulk liquid density ρ, and σ is the
bulk liquid surface tension. The work of formation for the
critical cluster is given by

W(i∗) = 4πr2
i∗σ

3
= 16πσ 3

3ρ2(kBT ln S)2 . (8)

Using this quantity for the classical critical work of for-
mation with Eqs. 5 and 6 and the Zeldovich factor yields

JCNT ≈
√

2σ

πm
v1N

2
1 exp

[
− 16πσ 3

3kBTρ2(kBT ln S)2

]
, (9)

where v1 is the monomer volume, and m is the monomer
mass. It should be clear from Eq. 9 that the nucleation rate
depends strongly on the surface tension σ , meaning that small
changes in this parameter can lead to large changes in the
nucleation rate. CNT is a phenomenological model and if
agreement between experiment and theory is observed, it is
usually only within a narrow range of supersaturations and
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Fig. 2 The critical cluster (i*) is defined the cluster for which the evaporation αi and condensation βi−1 rate constants are equal. This occurs at
the maximum in the nucleation barrier, W(i*)

temperatures.Although many insights concerning nucleation
have been obtained via CNT, it does not explicitly treat clus-
ter chemical physics. At this point it becomes necessary to
ask some fundamental questions: Is it appropriate to treat the
small molecular clusters, which control the nucleation rate,
like tiny droplets with bulk properties? How do the individ-
ual interactions between molecules influence the nucleation
rate? How does one deal with trace ions, impurities, con-
taminants, etc.? What if the critical cluster is not spherical,
how do we treat the interfacial free energy? The answer to
all these questions must reside in the chemical physics of
nucleating clusters, including treatment of trace species that
can reduce the activation barrier and consequently increase
the nucleation rate.

Recent work by Kulmala and coworkers [31], employing
CNT on ternary nucleation of sulfuric acid (sulfuric acid con-
centrations ranging from 104 to 1010 cm−3), ammonia, and
water (RH = 90%), found that 25 ppt of ammonia increases
the nucleation rate by nearly 20 orders of magnitude! More-
over, they found that the largest influence on the nucleation
rate (the first 16 of the 20 orders of magnitude) occurs for
ammonia concentrations below 5–4 ppt, which is currently
the detection limit for ammonia measurements. This sensitiv-
ity lies in the variation in the surface tension when ammonia
is added. Given the dubious validity of using surface tension
to treat molecular clusters in the first place, the sensitivity
that Kulmala and coworkers found provides further impe-
tus to address the problem at the molecular level (e.g., the
critical cluster they inferred from their calculations is com-
prised of 8 H2SO4, 7 H2O, and 5 NH3 molecules). Kulmala
et al. [32] have concluded, based upon over 100 field mea-
surements, that nucleation can lead to a significant increase

in the number concentration of cloud condensation nuclei
and thus global climate models must require reliable models
for nucleation. All experimental conditions can be character-
ized by some amount of contamination and thus it is crucial
to understand the underlying molecular processes if we are
to interpret measurements of the nucleation rate. Unfortu-
nately, it has become commonplace for nucleation research-
ers to attribute failures of CNT when compared to measure-
ments (usually for multi-component systems) to some unac-
counted for chemical component (e.g., organics, ions, etc.)—
never appreciating that the theory is inadequate at the outset
because it does not treat cluster chemical physics properly
and that, in reality, nucleation is sensitive to the interactions
between the species undergoing the phase transformation.

3 Molecular-based nucleation theories

The relatively small size of critical clusters (tens to hundreds
of molecules) provides a compelling argument for treating
molecules explicitly in the nucleation process. Promising
alternatives to CNT employ molecular simulations [33,34] in
order to calculate cluster properties, which can then be used to
determine nucleation rates [35–43]. Many of these molecular
approaches take a similar view as CNT, approaching nucle-
ation from a liquid-phase perspective, assuming condensa-
tion rate constants to be approximated by gas-phase collision
rates with molecular droplets. The cluster distribution func-
tions are obtained using molecular simulations to compute
the relevant partition functions or Helmholtz free energies for
the clusters. [35,37,44] However, before a molecular simu-
lation can be performed the “cluster” must be defined. Most
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previous molecular theories [35,45,46] have defined a clus-
ter to be a collection of i molecules whose center of mass
lies at the center of the spherical constraining shell. Further-
more, the Helmholtz free energy of the i-cluster was assumed
to be independent of the constraining radius. The “correct”
cluster volume and Helmholtz free energy to use in the clus-
ter distribution function has been a source of confusion and
controversy for almost 40 years [38,47]. Other molecular
cluster approaches [43] use a Stillinger [48] connectivity defi-
nition—molecules closer than some preset value are defined
as a cluster. Some molecular approaches [49] have attempted
to directly observe the nucleation event by brute force simula-
tion of a supersaturated vapor while employing the Stillinger
cluster criterion. The conditions required to observe a nucle-
ation event in these relatively small systems are typically
beyond those amenable to experimental confirmation (e.g.,
at T = 350 K and a supersaturation of 7.3 yields a nucleation
rate of ca. 1027 no./cc/s). Morever, these efforts are more sim-
ulative experiments rather than exact rate theories.

Alternatively, thermodynamic density functional theory
(DFT) has been used to calculate the free energy barrier to
nucleation [50]. DFT provides a rigorous statistical mechan-
ical means of determining the thermodynamic properties of
inhomogeneous system starting from an intermolecular po-
tential but without calculating the partition function. The crit-
ical cluster is obtained by finding the density profile that
minimizes the system Helmholtz free energy. However, this
benefit may be sacrificed by approximating the true inter-
molecular potential with hard-sphere perturbation theory in
addition to not sampling the full anharmonic partition func-
tion. Although great promise has been shown by these ap-
proaches, until recently they have been applied primarily to
model systems (e.g., using spherically symmetric Lennard-
Jones andYukawa potentials). Furthermore, attention has not
been focused on the sensitivity of the critical cluster proper-
ties to the interaction energies or the role of classical versus
quantum statistical mechanics (i.e., quantum nuclear degrees
of freedom) or the individual mechanisms, thermodynamics,
and kinetics of the pre-critical clusters.

We also note that dynamical nucleation theory (DNT)
has some similarity to the method of ten Wolde and Fren-
kel [51,52] who have applied transition state theory (TST)
to nucleation in a model Lennard-Jones system. In DNT we
calculate the rate constants for evaporation and condensation
for each i-cluster using Variational TST (VTST), whereas
ten Wolde and Frenkel have formulated the nucleation rate
in terms of TST where the rate of critical cluster formation
is determined by umbrella sampling the critical clusters and
analyzing dynamical trajectories about the critical region.
The key similarity between DNT and the ten Wolde-Fren-
kel formalism is the use of TST. But, the way TST is used
and for which clusters it is applied are different. In partic-
ular, the ten Wolde-Frenkel formalism uses the cluster size
as the reaction coordinate (a local order parameter with a
cluster defined by Stillinger-like connectivity requirements),
umbrella samples the critical cluster work of formation us-
ing Monte Carlo (MC), and computes the transition rate and

transmission factor (to account for dynamical re-crossing ef-
fects) using molecular dynamics (MD) trajectories evolved
from phase space points obtained during the MC umbrella
sampling of critical clusters. In DNT, we compute the evap-
oration rate constant for each i-cluster where the relevant
cluster configuration space defined by a variational proce-
dure that minimizes the evaporative reactive flux. Using the
VTST procedure, the best estimates for the classical evap-
oration rate constants are obtained using MC simulations,
Helmholtz free energy differences between adjacent-sized
clusters calculated from MC simulations, condensation rate
constants determined via detailed balance, and total nucle-
ation rates calculated by solving resulting kinetics equations.
Additional explicit MD simulations can be performed to quan-
tify re-crossing effects. Thus, DNT provides a means to ob-
tain evaporation rate constants for all clusters involved in the
nucleation process and a cluster definition based on those that
are most stable with respect to evaporation (more details are
provided below in the section on DNT). It will be interesting
to make more definitive comparisons of the two approaches
in the future.

For the current paper, our focus is on DNT and the associ-
ated cluster chemical physics. Professor Howard Reiss [53]
has written a valuable review in his “Critique of Molecu-
lar Theories of Nucleation”. In clear support of DNT, he
writes “. . . among the several developing molecular theo-
ries of [nucleation] rate that can be compared to assess the
validity of all of them, the interesting approach of Garrett
and coworkers, who are developing a theory based upon var-
iational transition state theory, must be included.” We hope
to share some insights that we have gained over the past sev-
eral years concerning rate constants, interactions, statistical
mechanics and their consequences on nucleation.

4 Dynamical nucleation theory

A novel exception to previous molecular approaches is DNT
[36,40–42,54–57]. DNT is a molecular-level approach, re-
cently developed for the study of homogeneous vapor-phase
nucleation. DNT utilizes a gas-phase reaction kinetics per-
spective and thus provides a natural setting in which the
kinetic parameters and rate constants, necessary for the con-
struction of a consistent nucleation theory, can be obtained.
In DNT, as in CNT, nucleation is treated via monomer con-
densation and evaporation reaction channels (see Eq. 1). The
emphasis of DNT is on the evaluation of monomer evap-
oration rate constants from clusters. As in other molecular
approaches the cluster Helmholtz free energy is an impor-
tant quantity as it determines the cluster population. DNT
does not require bulk thermodynamic properties such as the
liquid density, surface tension, or vapor pressures. Using the
mathematical framework of DNT, systematically improvable
nucleation models for multi-component systems can be cre-
ated employing a fundamentally sound description of the
thermodynamic and kinetic properties of clusters relevant
to nucleation. These models could provide a framework in
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which increasingly more accurate calculations on clusters
can be readily incorporated. This aspect of DNT was noted
by Heneghan et al. [58] who stated “As better and better inter-
molecular potentials are developed, this method [DNT] will
become more and more applicable.”

Significant progress has been made in developing DNT
over the last few years and these advances provide the ba-
sis for a true molecular-level understanding of nucleation. A
brief summary of the advances are provided here.

• An expression for the evaporation rate constant was di-
rectly obtained by using variational transition state theory
with a spherical dividing surface centered on the center
of mass of the cluster. The surprising result is that the
evaporation rate constant is proportional to the derivative
of the Helmholtz free energy for cluster formation with
respect to the radius of the spherical dividing surface [40].
• The optimum value of the constraining radius is uniquely

determined by the variational criteria of VTST, which
minimizes the rate constant. Therefore, DNT provides the
first physically justified procedure for selecting a unique
volume for an i-cluster, which as mentioned above has
been a source of controversy in the literature. This vol-
ume is physically justified because it defines the clusters
that are most stable (i.e., with the slowest rate) to evapo-
ration.
• A consistent theoretical approach was provided for calcu-

lating the condensation rate constants using detailed bal-
ance and equilibrium constants that are consistent with
the evaporation rate constants. It is important to note
that in this approach, the condensation rate constants are
determined directly without assuming the condensation
rate is given by the gas-kinetic collision rate [59].
• The formalism has been extended to nucleation involving

multiple components [56].
• Computational methods were developed to calculate (1)

the dependence of the Helmholtz free energy of cluster
formation on the radius of the constraining volume, which
is needed to determine the evaporation rate constants, and
(2) the relative differences in Helmholtz free energies for
clusters of different sizes, which are needed for the equi-
librium constants and condensation rate constants [59].
• Accurate dynamical simulations of the reaction dynamics

were performed calibrating the accuracy of VTST for the
evaporation and condensation rate constants [41].
• Sensitivity studies of the nucleation kinetics were imple-

mented for multi-component systems (for the first time).
These studies indicated the most computationally effi-
cient procedures for calculating the parameters needed to
obtain nucleation rates [56].
• An extreme sensitivity of the kinetic parameters, and

thereby the nucleation rates, to the underlying interac-
tion potentials has been discovered in addition to classical
versus quantum statistical mechanical effects (zero-point-
energies) used in the molecular simulations. These results
indicate the extreme sensitivity of nucleation experiments
to possible contaminants, since trace species in a small

molecular cluster can significantly alter the molecular
interactions [55].
• Calculations on ion-water clusters show that specifica-

tion of the ion’s charge and sign alone are insufficient
to provide an understanding of cluster thermodynamics
and that classical ion-induced nucleation theory does not
treat the cluster physics properly to describe ion-induced
nucleation [57].

The details of DNT have been addressed in previous pub-
lications and only the essential concepts will be addressed
here. In DNT, the ambiguity in defining the cluster is removed
through application of VTST. For each evaporation event, the
dynamical bottleneck in phase space is explicitly evaluated.
This bottleneck corresponds to a dividing surface in phase
space separating reactant (the i cluster) and product (the i−1
cluster plus a monomer separated at infinity) regions. From
this dividing surface an unambiguous definition of the cluster
emerges which is consistent with detailed balance. The ini-
tial formulation of DNT assumed a spherical dividing surface
whose origin is placed at the cluster center-of-mass with the
constraining radius of the sphere denoted as rcut (see Fig. 3).
This choice of dividing surface results in an expression for
the monomer evaporation rate constant, αi , given by

αi(rDNT, T ) = − 1√
2πmkBT

dAi(rcut, T )

drcut

∣∣∣∣
rcut=rDNT,

(10)

where m is the mass of the water monomer, Ai is the i-cluster
Helmholtz free energy, and rDNT is the value of the con-
straining radius that variationally minimizes the reactive flux
through the dividing surface. Equation 10 can be expressed
in a form similar to the gas-kinetic collision rate by

αi

(
rDNT,T

) = c̄

4

(
4πr2

DNT

) pint
i (rDNT, T )

kBT
, (11)

where the mean speed c̄ = √8kBT/πm, and the cluster inter-
nal pressure is given by

pint
i (rDNT, T ) ≡ − dAi(rcut, T )

dvi

∣∣∣∣
rcut=rDNT,

(12)

where vi is the i-cluster volume.
Dynamical nucleation theory provides a significant advan-

tage since the estimate of the evaporation rate constant can
be systematically improved through consideration of increas-
ingly more general dividing surfaces. Since the nature of
the chosen dividing surface separating reactant and prod-
uct regions of phase space can have a profound influence
on the validity and accuracy of the rate estimation, we have
benchmarked our spherical dividing surface against explicit
dynamics [41] calculations on water clusters at 243 K and
found dynamical corrections (transmission factors) of approx-
imately a factor of two. The reason for choosing a spheri-
cal dividing surface was to make connection with previous
statistical mechanical approaches to nucleation [45,60]. The
dividing surface is defined by the relation S(ri ) = 0, where
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Fig. 3 Conceptual illustration of phase space partitioning used in dynamical nucleation theory (DNT ). Reactant region (R) = i-cluster, transition
state (T S) = i-cluster with a monomer lying on the dividing surface, product region (P ) = i−1 cluster plus a monomer located outside constraining
sphere

ri denotes the set of all position coordinates. For the spherical
dividing surface, S(ri) is given by

S(ri ) = max
k

∣∣∣∣∣∣rk − 1

i

i∑
j=1

rj

∣∣∣∣∣∣− rcut, (13)

where k denotes one of the molecules in the cluster. When
S(ri) < 0, the cluster is in the reactant region of phase space
with all molecules lying within the constraining sphere of
radius rcut. When S(ri) > 0, at least one molecule is outside
the constraining sphere and the cluster is considered to be in
the product region of phase space. The i-cluster anharmonic
canonical partition function (with center-of-mass translation
removed) is given by

qi(v, T ) = γ i

i!

∫
dri exp

[−U(ri )/kBT
]
�

[−S(ri )
]
, (14)

where γ = (2πmkBT/h2)3/2, h is Planck’s constant, and
U(ri) is the interaction potential. The constraining sphere
� given by

�
[−S

(
ri

)] = i∏
j=1

θ
(
rcut −

∣∣rj − Ri

∣∣) , (15)

where θ (x) is the Heaviside step function, and Ri is the clus-
ter center-of-mass. The i-cluster anharmonic Helmholtz free
energy is

Ai(v, T ) = −kBT ln [qi (v, T )] . (16)

We illustrate the results for obtaining the evaporation rate
constant for the Dang-Chang [61] water dimer at 243 K in
Fig. 4 (note that the evaporation rates are independent of

supersaturation). In Fig. 4, the lower graph shows the con-
straining radius dependence of the Helmholtz free energy
and how for large rcut the free energy approaches that of an
ideal gas. The upper graph shows how the reactive flux (green
circles), defined as αi(rcut)× exp[−Ai(rcut)/kBT ], displays
a well-defined minimum at the location of the dividing sur-
face at rDNT = 2.8Å, giving an evaporation rate constant
α2 = 160 × 109 s−1. The estimate of the rate constant will,
of course, depend on the interaction potential. For example,
if the TIP4P [62] model is used α2 = 35 × 109 s−1—more
than a factor of four slower than the Dang-Chang result. This
is not too surprising since the TIP4P water dimer is more
binding than Dang-Chang by nearly −1.5 kcal/mol at their
respective global minima.

Before discussing the application of DNT to water, it is
important to provide a summary of how the cluster free ener-
gies Ai are calculated. The Finite Time Variational External
Work method [63] has been developed [55] into a practical
and efficient MC procedure for calculating cluster Helmholtz
free energies. This method is particularly useful since it pro-
vides not only cluster Helmholtz free energies but also error
estimates that can be systematically improved. In the External
Work method the free energy is determined by an incremental
summation of (1) the energy exchanged between the cluster
and the heat bath, and (2) the variation in the cluster Hamilto-
nian. This method is an amalgam of concepts from Clausius
[64], Helmholtz [65], Metropolis [66], and Schrödinger [67].
The key concept can be traced back to Schrödinger [67] who
interpreted doing work on a system as being equivalent to
changing the system Hamiltonian. From the first and second
laws of thermodynamics it can be shown that a reversible free
energy change is equivalent to the work done on the system.
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Fig. 4 Application of DNT to the Dang-Chang water dimer at 243 K. The lower graph shows the constraining radius dependence of the Helmholtz
free energy and how for large rcut the free energy approaches that of an ideal gas. The upper graph shows how the reactive flux (green circles)
displays a well-defined minimum at the optimal location of the dividing surface rDNT = 2.8Å giving an evaporation rate constant α2 = 160×109 s−1

The anharmonic free energy difference calculated is shown
in Fig. 5 and represents the free energy between a convenient
reference state (an ideal gas, U = 0) and a desired state (a fully
interacting system, U = U (ri)) calculated at some convenient
value of the constraining radius rcut. The total cluster Helm-
holtz free energy is obtained by summing the free energies of
the interacting cluster and the ideal gas cluster. Cluster free
energies were obtained at T = 243 K, sampling 10–100’s of
millions of MC steps, yielding a statistical uncertainty of
0.5 kcal/mol.

As an example, we show the classical anharmonic free
energy differences for Dang-Chang water clusters compared
to the classical and quantum harmonic results in Fig. 6. From
Fig. 6 it is seen that anharmonic effects on the partition func-
tion are extremely important when trying to understand the
thermodynamic stability of nucleating clusters.The harmonic
approximation is often employed [68] when trying to predict
atmospherically relevant nucleation mechanisms, however,
our work has shown that caution should be exercised before

placing much weight on such approximations. Otherwise,
one might be lead to conclude that even highly accurate elec-
tronic structure calculations are in error or that impurities are
to blame when the real reason is simply inadequate statisti-
cal mechanical sampling of the anharmonic regions of the
potential.

5 Application of DNT to water

We have used DNT to predict the nucleation rates for H2O at
T = 243 K using the Dang-Chang [61] interaction potential.
The theoretical results in Fig. 7 compare quite well with the
experiments of Strey et al. [69] using a Two-Piston Expan-
sion Chamber and Mikheev et al. [21,70] using a laminar flow
tube reactor (LFTR). In order to achieve quantitative agree-
ment with the experimental nucleation rates, the chemical
potentials for the water clusters were all shifted uniformly
by −0.3 kcal/mol. A systematic shift of the Dang-Chang
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Fig. 5 Illustration of the finite external work method. The lower
solid curve represents the dependence of the fully interacting
i-cluster Helmholtz free energy on the constraining radius rcut . The
upper dotted curve represents the same dependence, however, the
interactions are set to zero. The calculated external work is simply the
free energy difference between the interacting and ideal gas i-clusters
at some convenient value of rcut

chemical potentials is justified by fundamental considerations
of zero-point-energy (ZPE) effects on the cluster energies
when compared to Feynman path integral simulation on inter-
action potentials fit to highly accurate electronic structure
ground state energies [42]. This is an important issue be-
cause the Dang-Chang water potential was parameterized to
reproduce the bulk density and enthalpy of vaporization at

Fig. 6 Comparison of the classical anharmonic free energy differences (black circles) for Dang-Chang water clusters at 243 K compared to the
classical (red squares) and quantum (blue diamonds) harmonic results. Clearly, the harmonic approximation is not so good

298 K and hence implicitly includes ZPE effects but not in
the rigorous manner dictated by quantum statistical mechan-
ics. It should be noted that the interaction energy of (H2O)2 is
−5.0 kcal/mol [71]. The ZPE for the dimer is +2.1 kcal/mol,
calculated via the harmonic approximation, yielding a ZPE-
corrected interaction energy of −2.9 kcal/mol. The shift in
chemical potentials (µi,i−1 ≡ Ai − Ai−1) required to obtain
agreement with experimental nucleation rates is only 14.3%
of the water dimer ZPE. Choosing another popular bulk water
model like TIP4P does not remedy the situation either. At
243 K the deviation in chemical potentials between TIP4P
and Dang-Chang models is about−1.8 kcal/mol for the dimer
and about−1.1 kcal/mol for the decamer, respectively. Thus,
to be absolutely quantitative in calculating nucleation rates,
very accurate interaction potentials must be developed and
quantum nuclear degrees of freedom taken into account.

In order to get a better handle on the sensitivity of nucle-
ation energetics [55] we used a phenomenological model for
the chemical potentials of water clusters by Dillmann-Meier
[72] (DM). Figure 8 shows the evaporation and condensation
rate constants for water at 243 K and S = 10. Assuming gas-
kinetics for the condensation rate constants (red squares),
evaporation rate constants (black circles) can be calculated
from detailed balance using the DM chemical potentials. If
the evaporation rate constants (black circles) are held fixed
and the chemical potentials decreased uniformly for all clus-
ters, then the condensation rates will increase. A −0.5 kcal/
mol shift in the cluster chemical potentials (condensation
rates for this case are blue triangles) increases the nucle-
ation rate by ten orders of magnitude. The results in Fig. 8
underscore the extreme sensitivity of nucleation to the under-
lying interactions. The physical reason why nucleation is so
sensitive can be understood intuitively. Since nucleation is a
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Fig. 7 Dynamical nucleation theory homogeneous nucleation rates for water at 243 K compared to experiment. The underlying i-cluster free
energies were shifted by −0.3 kcal/mol to match experiment

Fig. 8 Rate constants for DM water model assuming gas kinetics at T = 243 K and S = 10. The evaporation rate constants (black circles) are
held constant while the lower curves are the condensation rate constants: (red squares) no change in chemical potentials, (green diamonds)—
−0.2 kcal/mol shift in chemical potentials, (blue triangles) −0.5 kcal/mol change in chemical potentials. Notice that a −0.5 kcal/mol shift
causes the nucleation rate to increase by ten orders of magnitude

multi-step chemical kinetics mechanism, small changes in
each step can be amplified since there are so many reactions
that must take place in order to reach the critical cluster.
Stated another way, a 1 kcal/mol change in an Arrhenius acti-
vation barrier can change the rate constant by almost an order
of magnitude. If this occurs over 40 or 50 reaction steps the

consequences can be quite profound. The interested reader
should see our previous publications for a more detailed dis-
cussion of sensitivity analysis for single and multi-compo-
nent nucleation. In general, the more binding a potential is,
the slower the evaporation rate constants will be for atoms
or molecules trying to escape the clusters. A more binding
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potential will also enhance the condensation rate constants
by increasing the effective collision cross-section. Further-
more, if a trace contaminant interacts more favorably with
the host nucleating vapor than the vapor does with itself, the
clusters will preferentially form on the contaminants. Thus,
all chemical interactions (e.g., hydrogen bonds, polar, non-
polar, radicals, ions, organics, inorganics, metals, solvated
electrons, etc.) between cluster molecules must be accurately
accounted for before the predictions are made. This should
also be the case for heterogeneous nucleation on defects,
vacancies, steps, edges, etc.

6 Extension of DNT to crystalization in solution

Crystallization in solution is one of the most challenging
problems in chemical physics. Several atomistic studies of
crystallization from the melt have been reported [52,73].
However, just a few simulations studying crystallization from
solution have been published [74,75]. At a given tempera-
ture and pressure, solubility is defined as the concentration
of a saturated salt solution in equilibrium with the salt pre-
cipitate—when this concentration is achieved the chemical
potentials of the solute in solution and the pure salt crystallites
are equivalent.A good example of how molecular simulations
can provide insight into salt solubility is the investigation of
aqueous KF solutions by Ferrario et al. [76]. The driving force
for salt crystallization in solution occurs when the actual sol-
ute concentration exceeds the solution solubility (sometimes
referred to as supersaturation). Salts having large solubili-
ties require larger salt concentrations to crystallize than salts
with lower solubilities. Anwar et al. [74] studied crystalli-
zation of Lennard-Jones (LJ) atoms from an LJ solvent at
various supersaturations with and without a nucleation inhib-
itor. The results of their simulations were consistent with the
experimental observation that increasing the supersaturation
caused earlier onset of nucleation and that the presence of
inhibitors retards the onset of nucleation. Furthermore, they
found that nucleation from highly supersaturated solutions
occur via liquid–liquid phase separation followed by solute
nucleation. This work showed that the observed nucleation
trends could be mimicked with the simplistic LJ models for
solute/solvent. The recent work of Mucha and Jungwirth [75]
simulated NaCl crystallization from an evaporating aqueous
solution. Although interesting, their simulations do not cap-
ture the nucleation event within solution per se, but rather how
NaCl ions group together as water leaves the system entirely.
These studies displayed the ability of computer simulations
to provide insight into crystallization; however, they were
more characteristic of experiments rather than fundamental
molecular-level theories of nucleation.

The relevant timescale for the nucleation event in solution
is dictated by the potentials of mean force via the thermody-
namic and kinetic properties of the clusters. This is particu-
larly useful since nucleation is inherently a rare occurrence
and trying to observe these events directly during a simulation
at realistic conditions is very demanding computationally—

major time is spent searching irrelevant regions of the solution
configuration space. We present here a preliminary example
of how to calculate the rate of salt cluster dissolution directly.
Smith and Dang [77] used explicit solvent MD simulations
to determine the potential of mean force (PMF) between Na+
and Cl− atoms in SPC/E water at 300 K. We can define the
configurational partition function of the NaCl dimer by

Q(rcut, T ) =
rcut∫
0

drr2 exp[−W(r)/kBT ]

= exp[−ANa−Cl(rcut, T )/kBT ], (17)

where W(r) is the NaCl PMF in SPC/E water, r = RNa−Cl
is the distance between the two ions, and ANa−Cl(rcut, T ) is
the Helmholtz free energy of the aqueous NaCl dimer. The
derivative of the salt dimer free energy with respect to r is

dANa−Cl

dr

∣∣∣∣
r=rDNT

= −kBT

[
1

Q

dQ

dr

]
r=rDNT

, (18)

and

dQ

dr

∣∣∣∣
r=rDNT

= d

dr

[∫ rcut

0
drr2 exp[−W(r)/kBT ]

]
r=rDNT

= r2
DNT exp[−W(rDNT)/kBT ]. (19)

Combining Eqs. 18 and 19 we obtain

dANa−Cl

dr

∣∣∣∣
rDNT

= −kBT
r2

DNT exp[−W(rDNT)/kBT ]∫ rDNT

0 drr2 exp[−W(r)/kBT ]
. (20)

Using the result from Eq. 10 and Eq. 20 we obtain the
NaCl dissolution rate

αNa−Cl(T ) = − 1√
2πµkBT

dANa−Cl

dr

∣∣∣∣
rDNT

=
√

kBT

2πµ

r2
DNT exp[−W(rDNT)/kBT ]∫ rDNT

0 drr2 exp[−W(r)/kBT ]
, (21)

where µ is the reduced mass of NaCl. This final result shows
the equivalence between DNT and the transition state theory
rate expression for reaction in solution derived by Hynes [78]
for the special case of the NaCl dimer. The PMF for NaCl in
SPC/E water at 300 K is shown in Fig. 9 as a function of the
ion separation distance RNa−Cl. The first minimum at 2.9Å is
the contact-ion pair (CIP) and the second minimum at 4.9Å is
the solvent-separated-ion pair (SSIP). Using Eq. 21, the DNT
dissolution rate for the CIP is αCIP ∼ 0.3 ps−1 with a PMF
barrier of 1.9 kcal/mol and αSSIP ∼ 1.7 ps−1 with a PMF bar-
rier of 0.6 kcal/mol. The result for the CIP dissolution rate
agrees with the Smith and Dang result of 0.29 ps−1, as it
should. However, they did not calculate the SSIP dissolution
rate for comparison. It should be noted that Smith and Dang
found that solvent induced recrossing effects were important
and reduced the dissolution rate for the CIP by a factor of six.
Moreover, they found differences between the NaCl PMFs in
SPC/E and RPOL water models. In particular, the positions
of the SSIP minimum were shifted with the RPOL SSIP bar-
rier less well defined. This preliminary study gives us hope
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Fig. 9 The PMF for NaCl in SPC/E water at 300 K as a function of the ion separation distance RNa−Cl. The first minimum at 2.9Å is the contact-ion
pair (CIP ) and the second minimum at 4.9Å is the solvent-separated-ion pair (SSIP ). The DNT dissolution rate for the CIP is αCIP ≈ 0.3 ps−1

with a PMF barrier of 1.9 kcal/mol and αSSIP ≈ 1.7 ps−1 with a PMF barrier of 0.6 kcal/mol

that extending DNT to salt crystallization in aqueous solu-
tion will be fruitful, however, more general dividing surfaces
will probably be required to capture the various dissolution
channels.

7 Comments and conclusions

Dynamical nucleation theory is a molecular-level treatment
of nucleation kinetics based upon variational transition state
theory to obtain rate and equilibrium constants for the clus-
tering reactions involved in phase transformations. DNT re-
quires accurate cluster free energies and rate constants. In
order to predict nucleation rates quantitatively, cluster prop-
erties must be determined using accurate representations of
the interactions. The details concerning the construction of
interaction potentials and to what end they are used must be
approached cautiously. Tenths of a kcal/mol accuracy in the
interaction potentials and anharmonic statistical mechanical
sampling represents a daunting challenge to computational
chemistry if we are to understand and predict nucleation
rates quantitatively. Currently, given the extreme sensitiv-
ity of nucleation to cluster interaction potentials, emphasis
should be placed on understanding relative effects instead of
absolute nucleation rates.

In summary, a fundamental understanding of chemical
physics of nucleation will provide the insight, theoretical for-
malism, computational methodologies, and analysis for fur-
ther application in many scientific endeavors (atmospheric
sciences, chemistry, biology, nano-materials, trace chemical
detection, etc.) and the ability to explore the effect of interac-
tions, and conditions (temperature, solubility, pressure, elec-
tromagnetic fields, acoustic waves, etc.) on nucleation. The

beneficial impacts of understanding nucleation are ubiqui-
tous: materials and manufacturing, information technology,
medicine and health, environment and energy, aeronautics
and space exploration, and national security.
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